I. INTRODUCTION

The United States is unfortunately renowned for being the world’s leader in mass incarceration, sustaining a detention rate exceeding every other country. The overall proportion of prisoners is remarkable. One out of every five prisoners globally resides in America’s prisons and jails. The situation has become untenable in part because of the sheer financial burden of operating the domestic prison industrial complex. Consequently, bipartisan political and public support have promoted policy reforms to slash incarceration numbers.

Notably, algorithmic risk tools have become a weapon of choice to combat mass incarceration. Selected studies find support for the role of science-informed risk tools to help alleviate excessive rates of imprisonment by convincing decision-makers that substantially more subjects may be safely supervised in their
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The new algorithmic risk wave has been actively targeted to back-end decisions, such as sentencing and parole. More recently, the pretrial context has become a “flashpoint” in efforts to reduce mass incarceration because of the significant numbers of individuals who are detained pending their trials.

The issues are more salient considering the risks of COVID-19 in confined spaces amid crowded conditions. “So now, whatever public-safety risk is posed by releasees must be weighed against the public-safety risk that detaining them under such conditions could pose by spreading the disease, in addition to the risk to prisoners themselves.”

This essay reviews the advancement of risk assessment tools in criminal justice generally and then discusses their role more specifically in pretrial settings. Several potential advantages of risk tools as a progressive reform for pretrial are explored, followed by relevant questions that deserve attention. For example, while algorithmic risk may (or may not) achieve acceptable rates of accuracy in estimating future risk, there is the potential that risk predictions may still be inequitable based on minority or gender status. To highlight these salient issues, selected results are employed from the author’s previous empirical studies on the performance of two algorithmic risk tools in several pretrial jurisdictions.

II. BACKGROUND TO RISK ASSESSMENT

Risk assessment involves predicting an individual’s potential for a negative criminal justice outcome, such as flight from justice or a new arrest. Appraising the potential for future failures plays a role in various outcomes during an accused’s journey through the criminal justice system, from decisions to arrest through parole outcomes. A primary purpose of widespread risk predictions is to allow officials to triage their populations and thus to manage them accordingly. Considering the high-stakes environment of criminal justice, proper risk practices should strike a reasonable balance among interests in public safety, protecting individual rights, and the efficient use of limited resources.


11. Garrett & Monahan, supra note 4, at 450.


Historically, such predictions have been based on intuition or the personal experience of the particular official responsible for making the relevant decision. A more modern trend is to rely upon scientific evidence that explains offending patterns.

The “evidence-based practices movement” is the now popular term to describe the turn to behavioral sciences data to improve risk-based classifications. Scientific studies targeting recidivism outcomes are benefiting from the compilation of large datasets (i.e., big data) of discharged offenders. Researchers track the offenders post-release, observe recidivism rates, and then statistically test which factors correlate with recidivism. Risk assessment tool developers use computer modeling to combine factors of sufficiently high correlation and weight them accordingly using increasingly complex algorithms.

An algorithm is simply an equation in which inputs are received and processed to produce a quantitatively-derived output. Risk tools often convert such quantitative outputs into categorical buckets—e.g., low, medium, and high risk—to permit partitioning the correctional population according to levels of predicted likelihood of failure.

Risk algorithms have transformed criminal justice into a “data-driven decision-making” machine. This form of algorithmic governance is a novel strategy to battle mass incarceration. Officials are using risk tools to help them divert low-risk defendants or reserve prison beds for those at highest risk. In other words,
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algorithm-based risk assessment tools are popular in informing decisions concerning whether to incarcerate or release. Proponents thereby view algorithmic risk assessment as an objective and reasonable way to reduce mass incarceration without sacrificing public safety. Across criminal justice systems, the “offender risk assessment enterprise has been moving at warp speed since the turn of the millennium and shows no signs of slowing” and is widely considered to represent industry best practice in risk evaluation.

The algorithmic turn specifically assists in pretrial systems to respond to the significant contribution that pretrial detention numbers in local jails make to excessive incarceration rates. The Prison Policy Initiative has crunched the numbers: “Pretrial detention is responsible for all of the net jail growth in the last twenty years.” Today, twenty percent of the nation’s combined prison and jail population is comprised of individuals yet to be convicted. At any time, about 500,000 inmates are awaiting their trial dates. In local jails, pretrial inmates outnumber those convicted of crimes and serving their sentences: three-quarters of inmates in America’s jails have not been convicted of any crime. A related consequence is that one in five local jails is operating at or over capacity.

Consequently, pretrial’s role in mass incarceration set the stage for adoption of algorithmic tools as a main reform. The Science Bench Book for Judges from the National Judicial College conceptualizes risk assessment algorithms as the “most
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ubiquitous form of predictive technology used in the criminal pretrial context,” and constitutes a critical weapon in the judiciary’s “arsenal of justice.”

III. THE PROSPECTS FOR ALGORITHMS

Reformers advocate the deployment of algorithmic risk tools to serve several goals in pretrial justice reforms which are, directly and indirectly, related to reasonably curtailing pretrial jail populations. The objectives, albeit with some overlap amongst them, include curtailing rates of detention, reducing reliance upon bail, mitigating human biases in decision-making, improving the justifiability of detention decisions, and conserving criminal justice resources.

A. Reduce Detention Rates

In a pretrial setting, judges are typically the final arbiters of whether jailed individuals are eligible for release. Detaining those not convicted might appear improper, but the practice is lawful when due process is followed. The United States Supreme Court in the case of United States v. Salerno (1987) confirmed the constitutionality of ordering pretrial detention reliant upon a judge’s own guesstimate of the defendant’s future dangerousness. The Court accepted that an appropriate balance justified this conclusion: “In our society liberty is the norm, and detention prior to trial is the carefully limited exception.”

Judges at pretrial thereby face conflicting goals: “Pretrial decision-making involves a fundamental tension between the court’s desire to protect citizens from dangerous criminals, ensure that accused individuals are judged before the law, and minimize the amount of pretrial punishment meted out to legally innocent defendants.” Courts should also be cognizant that pretrial detention has

37. “Detaining a person before he is found guilty of a crime is a particularly draconian decision for the state to make. Pretrial detention is one of the most severe things that can happen to a person: the detainee immediately loses his freedom, and can also lose his family, health, home, job, and community ties.” OPEN SOC’Y JUS.T. INITIATIVE, PRESUMPTION OF GUILT: THE GLOBAL OVERUSE OF PRETRIAL DETENTION 7 (2014), https://www.justiceinitiative.org/uploads/de4c18f8-ccc1-4eba-9374-e5c850a07efd/presumption-guilt-09032014.pdf.
40. Id. at 755.
significant downstream consequences, including increasing the likelihood of conviction, the severity of sentence, the number of future contacts with criminal justice agencies, barriers to stable employment, and limits on access to social safety nets.\(^{42}\) A relevant formula suggests an algorithmic tool will allow judges to “(1) Maximize public safety and (2) Maximize court appearance while (3) Maximizing release from custody.”\(^{43}\)

The terminology has evolved since Salerno from the vagueness of “future dangerousness” to a more refined perspective of “risk assessment.”\(^{44}\) Relatedly, such predictions have over the last three decades moved from the unstructured decision-making by individual judges to the standardization and science offered by algorithmic tools, at least in those jurisdictions who have adopted such technologies.\(^{45}\)

While an ethical rule of thumb might be to release those who have not yet been convicted of any crime, judges who tend to be risk averse order pretrial detention as a means to ensure the defendants’ appearance for trial and/or to protect the community from potential offending if released.\(^{46}\) Erring on the side of caution thereby partly explains the significant number of pretrial detainees.\(^{47}\)

Reformers contend that reliance upon scientifically-informed algorithms will reduce the use of detention.\(^{48}\) While algorithmic risk scores are not meant to entirely displace human judgements, these technological, decision-support datapoints may allow judges to isolate those who actually pose a high risk of failure; consequently, judges may be more confident to discharge the rest.\(^{49}\) The evidence-based platform might further encourage bolstering release rates by insulating judges from allegations that they wrongfully released an individual who endangered the public.\(^{50}\) Thus, if a released offender commits some bad act, the scientific foundation of the tools offers an objective explanation.\(^{51}\)
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B. Reduce Reliance Upon Bail Systems

In many jurisdictions, even if a judge considers an individual at little risk of failure, the judge may order that release be contingent upon posting some sort of security to mitigate any risk.\textsuperscript{52} A bond is typically intended as a means of encouraging the individual’s return for court dates without new arrest charges.\textsuperscript{53} The amount of bond is not always tied to an estimate of the individual’s ability to pay it or to the likelihood of compliance with the law.\textsuperscript{54} Some systems employ bail schedules that use the pending criminal charge as a proxy for the risk of flight or rearrest; the more severe the charge, the greater the amount of security required.\textsuperscript{55}

Reliance upon bail systems contributes significantly to jail population counts, and thus exacerbates mass incarceration.\textsuperscript{56} Bail systems that do not link the bond to correspond with the individual’s ability to pay inevitably drive up their pretrial jail population numbers.\textsuperscript{57} Many defendants otherwise eligible for release remain behind bars simply because they cannot afford the bond.\textsuperscript{58} These results contradict the foundation of a risk assessment system as individuals who continue to be detained based on financial disability can present lower risk profiles than those who are released after posting bail.\textsuperscript{59}

Other contributions to incarceration counts are explained by studies that show that pretrial detention is associated with increases in conviction rates, the likelihood of a sentence involving a prison term, and sentence length.\textsuperscript{60} Moreover, incarceration is itself criminogenic in nature in that those who are detained—including in a preconviction context—are more likely to offend in the future.\textsuperscript{61}

\textsuperscript{53} Id.
\textsuperscript{56} Shima Baradaran Baughman, Dividing Bail Reform, 105 Iowa L. Rev. 947, 949 (2020).
\textsuperscript{57} Id. at 949–50.
contrast, for many lower risk pretrial detainees, early release materially curtails their risk of failure, thereby allowing them to avoid the jail’s revolving door, which otherwise further contributes to mass incarceration.62

Thus, bail reformers, with the support of the American Bar Association and the National Association of Pretrial Services Agencies, advocate risk assessment tools in pretrial settings to reduce reliance upon money bail as a means of procuring defendants’ compliance, with the result of boosting release rates.63

C. Mitigate Human Biases

Historically, judgements about an individual’s likelihood to fail have typically been based on the gut instinct or the personal experience of the official responsible for making the relevant management decision.64 Critics challenge those sorts of predictions as suffering from implicit and explicit human biases.65 Judges in a pretrial context may rely upon oversimplified heuristics because they typically have few interactions with the defendants, limited access to relevant information, and insufficient time for full deliberation.66 Pretrial detention hearings are brief and often without the assistance of defense counsel who may otherwise provide the judge with more contextualizing information about the defendant’s prospects for success that could counter these biases and heuristics.67 Remarkably, these types of cognitive shortcuts are more likely to dictate detention. Judges’ uncorrected biases tend toward the direction of overestimating the potential of pretrial defendants to flee or endanger public safety.68


64. See Alfred Blumstein, Some Perspectives on Quantitative Criminology Pre-JQC: And Then Some, 26 J. QUANTITATIVE CRIMINOLOGY 549, 554 (2010).

65. Ric Simmons, Big Data, Machine Judges, and the Legitimacy of the Criminal Justice System, 52 U.C. DAVIS L. REV. 1067, 1070 (2018); Stephanie Bornstein, Antidiscriminatory Algorithms, 70 A.J. L. REV. 519, 523 (2019); see also Chelsea Barabas, Beyond Bias: Re-Imagining the Terms of “Ethical AI” in Criminal Law, 12 GEO. J. L. & MOD. CRITICAL RACE PERSP. 84, 95 (2020) (”[I]mplicit bias is understood as a phenomenon which ‘is somehow apart from us yet can infect our decision-making . . . as opposed to something that is variously, but systematically, cultivated and maintained.’”) (citing Anna Lauren Hoffman, Where Fairness Fails: On Data, Algorithms, and the Limits of Antidiscrimination Discourse, 22 INFO., COMM. & SOC’T 900 (2019)).


A racial element exists here as well. Pretrial detention disproportionately ensnares minority citizens.\textsuperscript{69} One reason is the potential for race-based biases when humans drive pretrial outcomes.\textsuperscript{70} America has a long history promoting stereotypes connecting darkness of skin with criminality and violence.\textsuperscript{71} Despite their professional training, judges use heuristics that can draw upon racialized stereotypes of criminality.\textsuperscript{72} Empirical works specifically find evidence of racial bias in pretrial decisions.\textsuperscript{73} Another reason for higher minority detention rates is that minorities face more limited access to the financial resources necessary to successfully secure release.\textsuperscript{74}

Algorithms may ameliorate such race-based biases produced by subjective human intuitions.\textsuperscript{75} Algorithmic risk instruments are seen as more objective information-processing devices.\textsuperscript{76} There is also the hope for significant accuracy rates from algorithmic prediction\textsuperscript{77} in that algorithmic risk forecasts are more likely to be correct than human oracles.\textsuperscript{78} Behavioral psychological studies rather consistently find that judgements based on science are more accurate than those reliant upon individual intuition.\textsuperscript{79}
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D. Improve the Justifiability of Detention Decisions

Algorithmic risk tools are often lauded for reducing the arbitrariness of pretrial release decisions.\(^{80}\) Human judgements may vary for reasons that algorithms cannot, such as by the person being overworked, hungry, or preoccupied.\(^{81}\) Though the algorithms are not intended to entirely usurp human involvement in criminal justice outcomes,\(^{82}\) the standardization inherent in algorithmic outcomes offers several benefits. Algorithmic predictions can help structure and thus enhance the human aspect of decision-making.\(^{83}\) The automation afforded constrains discretion\(^{84}\) and thus potentially reduces inconsistencies in detention outcomes.\(^{85}\) As well, the objectivity afforded by algorithmic prediction may make pretrial release decisions appear more equitable\(^{86}\) and render release decisions more legally justifiable.\(^{87}\)

E. Conserve Criminal Justice Resources

The deployment of a risk tool in pretrial decision-making may save the government significant monies, considering the requirement of vast resources to service the state of mass incarceration. Pretrial incarceration is expensive.\(^{88}\) Detaining those pending trial costs over $13 billion annually in the United States.\(^{89}\)


86. SARA L. DESMARAIM & EVAN M. LOWDER, PRETRIAL RISK ASSESSMENT TOOLS: A PRIMER FOR JUDGES, PROSECUTORS, AND DEFENSE ATTORNEYS 3 (2019).


If risk tools lead to increasing the rate of pretrial release, states might be better able to curtail unnecessary costs of incarceration,\(^9^0\) without unreasonably endangering the public.\(^9^1\)

Realistically, bipartisan support for pretrial reforms is not necessarily indicative of a moral judgement denouncing the legitimacy of incarcerating large numbers of people presumed innocent. Instead, it is a manifestation of a “virtue of frugality” in that minimizing imprisonment allows for more conservative resource allocations.\(^9^2\)

Other forms of savings from automated risk tools are possible. The churn of defendants through jails is significant. In 2018 alone, local jails counted almost 11 million bookings.\(^9^3\) Technology-enhanced risk tools thus may make pretrial detention decision-making more economically efficient by curtailing the judicial processes and time spent on the heavy volume of cases.\(^9^4\) A further anticipated benefit is that risk tool adoption could shield jurisdictions from the stresses and expenses from civil rights litigation brought to challenge practices relying heavily on money bail as the key to freedom.\(^9^5\)

### IV. CHALLENGES FACING ALGORITHMIC RISK

The potential advantages to algorithmic risk in alleviating mass incarceration in pretrial jurisdictions are encouraging. Still, naïve utilization of algorithmic risk may undermine efforts. Several cautions are warranted for stakeholders to consider. Findings from the author’s prior empirical studies on two popular algorithmic risk tools used in pretrial settings are incorporated in this Section as relevant to provide context for the issues raised. The tools are COMPAS (the acronym for Correctional Offender Management Profiling for Alternative Sanctions) and the PSA (the acronym for the Public Safety Assessment). COMPAS is a proprietary set of risk tools that separately predicts for the risks of general recidivism and of violent recidivism.\(^9^6\) The PSA is designed exclusively for pretrial,  
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with scales evaluating both failure to appear and general recidivism. Both COMPAS and the PSA are marketed as tools that may be implemented in jurisdictions across the country and are popular in American criminal jurisdictions.  

A. Accuracy

In order to combat mass incarceration, officials must get risk assessment “right” to raise its legitimacy in facilitating releases of defendants at lesser risk of failure to appear. Overclassifying individuals as high-risk results in “gratuitous surveillance and overtreatment,” while underpredicting endangers public safety.

Importantly, the guise of science should not relieve algorithmic tools from empirical, legal, and ethical scrutiny. The Science Bench Book for Judges warns of the myth of scientific objectivity as scientists, too, can be emotionally and professionally attached to their work, causing their research conclusions to become unconsciously biased or otherwise skewed. Hence, the fact that risk tool developers are satisfied with their science-based products does not oblige criminal justice officials to find these tools are sufficiently ready for real-world use, considering the significant negative consequences that potentially result. “While researchers may accept a moderate or less performance for a tool, for the practice of justice this should not be accepted or tolerated since it diminishes the value of the . . . tool.”

In the forensic sciences field, the concept of tool accuracy is often discussed in conjunction with the term validation. Validation involves an empirical review, demonstrating that the tool performs its intended functions at an acceptable level. A tool with results establishing strong performance numbers encourages confidence by stakeholders and users. In contrast, an ineffective or highly


inaccurate tool offers little utility, with the resulting waste of resources potentially undermining any benefits the tool may otherwise offer.\textsuperscript{105}

Several reasons exist to suspect that tools may not perform as accurately as stakeholders might expect or desire. One is that many agencies take an off-the-shelf approach by adopting an available risk instrument and implementing it, and often without empirically testing the tool’s ability to function adequately within their own populations.\textsuperscript{106} Such a strategy is scientifically unreliable as a tool is not necessarily generalizable to other jurisdictions.\textsuperscript{107} Tools are developed on distinct datasets and thus reflect the risk-relevant attributes of the sample(s) tested, which carries a limiting function: “Analytic methods can only work with the data given. Unmeasured heterogeneity across offenders, neighborhoods, and jurisdictions could possibly affect predictive accuracy.”\textsuperscript{108} Risk factors, even the more objective ones, are not necessarily universal.\textsuperscript{109} Criminal acts and their correlates can vary depending on personal characteristics and experiences, times, geographies, sites, environments, and circumstances.\textsuperscript{110} In sum, judges and legal practitioners, even if they do not become experts in the science of risk assessment, should be mindful of “what it is the oracle is predicting” and “of how often this oracle is right and wrong.”\textsuperscript{111}

Regrettably, the deployment of algorithmic risk tools is generally ahead of the empirical evidence to substantiate their abilities.\textsuperscript{112} In other words, relatively few validation studies exist (at least in the public realm) to allow for a sufficient knowledge base to confirm that algorithmic tools offer a considerable degree of accuracy.\textsuperscript{113} The conclusions of authors of a recent meta-analysis review of risk tools across criminal justice, funded by the Council of State Governments Justice Center, are salient in these respects. The review was unable to verify that available
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tools were highly accurate, and further found that performances from any single tool varied in different settings and for types of failures predicted. The review concluded that for most of the tools, predictive validity statistics could only be ascertained from one or two studies, and that such studies tended to be carried out by the tool’s own developers.

Consistent therewith, a review of the literature on the two popular risk tools that were the focus of prior empirical studies (COMPAS and the PSA) revealed that the available validation studies were typically performed by employees, consultants, or research funding recipients of the tools’ owners. Inherent conflicts of interest suggest diligence by external researchers to independently audit risk tool performance to offer critical insights into how well risk assessment tools actually perform in the field. My prior empirical research on risk assessment performance in field settings was meant to respond to such calls.

For example, investigations of the COMPAS general and violent recidivism scales (using one large sample) and the PSA failure to appear and general recidivism scales (three large samples) showed some promise whereby each was able to distinguish low, medium, and high-risk offenders in that the failure rates of released individuals increased in a linear fashion. That is, for the full sample sets, the failure rates increased as the ordinal prediction moved from low to medium to high risk. However, this result was not consistent across sub-samples as will be addressed farther below with respect to minority differences. In any event, the ability to rank groups of individuals as being more or less likely to fail is an exercise in comparing on a relative basis and not a measure of absolute accuracy.

Alternative metrics attest to a tool’s ability to estimate actual failure rates. Several examples from the prior studies may be illustrative. One of the projects on the COMPAS violence risk scale found a true positive rate of 24 percent and a true negative rate exceeding 90 percent. In other words, 24 percent of those predicted at high risk of violence actually were arrested for a new violent crime, while over ninety percent of those predicted at low or medium risk of violence were not arrested for a new violent crime. As another example, the PSA across samples

115. Id. at 20.
119. See infra note 141 and accompanying text.
120. Hamilton 6, supra note 118.
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performed poorly in predicting those who would fail to appear if released (i.e., a true positive rate of approximately 28 percent), but was much better at predicting those who would appear for their court dates (i.e., a true negative rate of 84–88 percent, depending on the sample).\(^\text{122}\) True positive rates such as these below 30 percent indicate significant error rates for high-risk predictions specifically. Still, these results with weak true positive rates do not mean that these tools are meaningless but suggest some caution. Judges using these scales might give much stronger weight to a prediction of success than of failure.

B. Demographic Equity

An important hope of advocates in adopting algorithmic risk is to improve the equity of pretrial release decisions where experience finds that certain minority groups suffer disproportionately in the state of mass incarceration.\(^\text{123}\) Risk tool developers tend to characterize their tools as racially neutral: “Vendors promote [algorithmic] models to the public and to the agencies that use them as the answer to human bias, arguing that computers cannot harbor personal animus or individual prejudice based on race.”\(^\text{124}\)

 Nonetheless, certain stakeholders have expressed concerns as to whether algorithmic tools are as fair as expected, particularly concerning the potential for adverse consequences to protected groups.\(^\text{125}\) A coalition of over 100 groups self-described as comprising “civil and human rights, community, and data justice leaders from across the United States” (e.g., ACLU, NAACP, Electronic Frontier Foundation) signed “A Shared Statement of Civil Rights Concerns” expressing unease with fairness of risk assessment tools used in criminal justice.\(^\text{126}\) The joint statement expressly calls for greater transparency and for third party audits of the underlying algorithms to check for race-based issues.\(^\text{127}\)

One potential negative attribute would exist if a tool systematically produced higher risk scores for minorities. Thus, if the tool predicts a greater proportion of one group to fail if released than another, the result could signify disparate impact on the higher scoring group.\(^\text{128}\) Notably, disparate impact does not require
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discriminatory motivation or intent\textsuperscript{129} and, thus, applies to a facially neutral policy or practice,\textsuperscript{130} such as a science-derived risk tool. “[A] transparent, facially neutral algorithm can still produce discriminatory results.”\textsuperscript{131} A reason to suspect that minorities will be predicted as riskier is that these tools commonly weigh criminal history heavily in their algorithms. Because statistics show that minorities in America tend to be burdened with more serious criminal records, tools that include criminal history predictors will tend to output higher risk scores for minorities.\textsuperscript{132} The few studies to date on the performance of algorithmic risk with minorities shows some evidence that minorities are more likely to be ranked at higher risk, though this result is not consistent across studies and for all tools.\textsuperscript{133}

Illustrative results from COMPAS and the PSA find some evidence for these concerns. A prior study of the COMPAS general recidivism tool in a large Florida county found that it classified as high risk 27 percent of black defendants compared to 11 percent of white defendants.\textsuperscript{134} A research project on the PSA general recidivism scale likewise produced variations in that, at two separate sites, black defendants were far less likely to be classified in the low risk bin, about one-third of black defendants were assigned to the low risk bin compared to almost half of white defendants.\textsuperscript{135} These results show evidence of disparate impact in real-world settings, confirming a cause for concern.

Another negative attribute might exist if an algorithmic tool is unable to produce similar accuracy rates for the different subsets of a population. For example, a risk assessment scheme that presumes risk tools are somehow universal, generic, and culturally neutral may well be flawed and thus not perform equally across minority groups.

The over or under estimation of risk that can ensue from this process is entirely plausible given (a) the potential omission of meaningful risk items specific to minority populations, (b) the inclusion of risk factors that are more relevant to White offenders, and (c) variation in the cross-cultural manifestation and expression of existing risk items.\textsuperscript{136}

A risk tool could yield unequal results for cultural minority groups if it fails to incorporate or otherwise consider their unique “behavioral practices and expectations, health beliefs, social/environmental experiences, phenomenology, illness narratives, deviant conduct, and worldview.”\textsuperscript{137}
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Drawing on the prior empirical studies may provide relevant context. Studies of COMPAS in the Florida jurisdiction revealed differences in predictive ability based on race and ethnicity. COMPAS had a higher accuracy rate in predicting general recidivism for black defendants, but a lower accuracy rate for predicting non-recidivism, than white defendants. In a separate analysis dividing the sample differently into two groupings of (a) Hispanics and (b) non-Hispanics (the latter combining whites, blacks and other), findings showed that the low, medium, and high risk bins held meaning for increasing rates of violent recidivism for non-Hispanic defendants, but not for Hispanic defendants. For Hispanic individuals, the violent reoffending rate for medium risk was actually below that of the low risk bin. In other words, a single scheme of categorization was inappropriate: for the COMPAS violent risk scale a three risk bin strategy (i.e., low, medium, high) had meaning for non-Hispanic defendants, but for Hispanic defendants a two risk bin scheme (e.g., low versus high) appeared more appropriate. Another finding was that COMPAS frequently overpredicted the likelihood of general and violent recidivism of Hispanic defendants.

The prior study of the PSA similarly revealed differences in performance based on group status, but not consistently. Comparing overall accuracy rates in two separate samples for black versus white defendants on the new criminal offense scale, the PSA’s ability to predict were similar for blacks and whites in one sample, but not in the other. These results for the PSA indicate that racial equivalence may exist for the same tool in certain criminal justice sites, but results may vary by race to a statistically significant degree at other sites.

Algorithmic tools may be biased regarding gender as well. Most risk assessment tools contain what are purported to be “gender neutral” factors such as criminal history, age, mental health, and substance abuse. Some observers have objected that purportedly neutral factors may not be so evenhanded in that many of these factors result in higher correlations to recidivism for men, meaning that the factors were far better predictors for males. The prior study of COMPAS supported these suggestions in finding the tool systematically and significantly overpredicted both general recidivism risk and violent recidivism risk for women.

In the end, the presence of racial, ethnic, or gender differentials do not automatically signify that these more systematic risk assessment tools should be

138. See infra notes 139–142 and accompanying text.
139. Hamilton 1, supra note 17, at 286.
140. Hamilton 5, supra note 118, at 1565–66.
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142. Hamilton 5, supra note 118, at 1566.
143. Hamilton 4, supra note 118.
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entirely banned. Stakeholders might need to consider the reasonableness of tradeoffs between demographic injustice in the algorithms and the benefits from safely reducing rates of detention. Notably, increasing release rates across a jurisdiction may in other ways benefit protected groups.147

C. Levels of Risk

Risk tool outcomes often use risk bins to classify the population into ordinal rankings. Descriptive labels are commonly applied, such as low, medium, and high risk.148 Still, such categorical labeling is not consistent across tools as their numbers (such as between three and six) and meanings (in terms of the degree of likelihood of failure associated therewith) vary. This sort of simplistic system provides an easy way to partition the population as more or less risky. However, it is important to note that these are merely relative categorizations of the particular population evaluated.

In terms of absolute estimates, no consensus exists as to what categorical bins mean as the percentile probabilities of failure.149 Clinicians have no commonly agreed definition of risk categories,150 statisticians have no accepted metric, and there are no normative or legal distinctions for such labels.151

Individual risk tools may provide detailed context for each of its own categories (e.g., provide a definition and corresponding recidivism rate estimate), but these depictions will be unique to the specific tool. The recidivism rate associated with the “high risk” group for one tool could be 70 percent, while in another tool “high risk” might indicate an observed failure rate of 15 percent. Hence, assumptions that even a “high risk” label signifies a serious risk of failure, much less a more likely than not presumption of failure, are erroneous. In pretrial, then, judges should be cognizant of the probabilities that are relevant in their jurisdictions with the specific tool deployed.

Referring to the prior research again for illustration purposes, the study of the COMPAS general recidivism tool indicated a significant failure rate for those classified as “high risk,” as over 70 percent were rearrested.152 However, there were significant ethnic differences when comparing Hispanic versus non-Hispanic defendants: with COMPAS high risk classifications, 57 percent of Hispanic defendants were rearrested compared to 75 percent of non-Hispanics
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In studying the COMPAS violent recidivism scale regarding gender differences, a high risk classification of violent offending yielded a 52 percent failure rate for men, whereas the failure rate for women was half of that at 25 percent, suggesting a gendered disparity in absolute risk despite the same risk label assigned. In both cases, the stigmatizing label of high risk in the same samples meant a dramatically different likelihood of reoffending based on Hispanic ethnicity and gender.

The studies into the PSA failure to appear tool likewise found that categorical labels had no consistent meaning in the field. While the high-risk bin achieved relatively equivalent failure rates across sites (about 28 percent), the low and medium risk bin failure rates each differed to a statistically significant degree. In other words, the predictions of low and medium risk with this PSA scale were associated with different proportions of failure depending on the jurisdiction.

The foregoing results, in addition to showing evidence that categorical risk bins are not necessarily associated with equivalent rates of failure, also highlight another issue. Notice the results specifically for the COMPAS violent tool in scoring women with the PSA failure to appear tool (for both genders combined) in that they yielded relatively modest percentages in its high-risk bin. A COMPAS prediction of high risk of violence was associated with a 25 percent rate of violent arrest for women, while a PSA prediction of high risk of failure to appear was associated with a 28 percent failure rate. These findings exemplify the caution about any presumption that an algorithmic “high risk” outcome suggests the individual is highly likely to fail if released in percentage terms. A high-risk labeling may not mean in real terms that the individual is more likely than not to fail. This sentiment has policy relevance. The goal of reducing mass incarceration could be thwarted if a “high-risk” prediction itself justified detention because the vast majority of individuals so labeled, at least in these real-world examples, would likely have succeeded if released.

Overall, the foregoing examples for COMPAS and the PSA highlight the need for more clarity in the algorithmic risk field about how risk categorizations are used and the particular failure rates that are associated with them. These meanings vary by tool, setting, type of failure event, and for sub-groups.

V. CONCLUSIONS

The general comments from the institutional creator of the PSA—used as a case example herein—demonstrate the goals that proponents seek in advocating the implementation of algorithmic risk tools to facilitate release decisions.

From the beginning, we believed that an easy-to-use, data-driven risk assessment could greatly assist judges in determining whether to
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release or detain defendants who appear before them. And this could be transformative. In particular, we believed that from switching from a system based solely on instinct and experience to one in which judges have access to scientific, objective risk assessment tools could further our central goals of increasing public safety, reducing crime, and making the most effective, fair, and efficient use of public resources.¹⁵⁸

In the end, overly optimistic—or overly pessimistic—views on the role of algorithmic risk tools to help reduce mass incarceration through pretrial jail detentions are not confirmed by the state of the scientific studies. Trade-offs are necessary when attempting such a significant reform in criminal justice that impacts many lives and institutions. The existing evidence suggests that continued efforts to improve algorithmic tools are justified. Stakeholders are encouraged though to also ramp up efforts to fund independent researchers to inform on how well the tools actually perform and to suggest ways to reduce any flaws discovered. Tackling mass incarceration through algorithmic risk requires a multidisciplinary engagement involving the law and empirical sciences.