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Abstract: Problem statement: As group key management extended into the areargéldynamic
networks, complex issues emerged involving the mapgrations that run over several network
topologies. The issues that occurred due to maltippologies were also compounded by differing
views of the network, taken at different time stiag positions within the network. This was esplécia
complex when figuring in mobile, ad-hoc networksieW synchrony is the current operational
technique, or assumption, applied to group key argh protocols. However, before this analysis view
synchrony was just that, an assumption and thealitee for group key exchange lacked an inquiry
into what could happen when view synchrony was redoCurrent group key management protocols
rely on view synchrony and yet all protocols varyequisite operational descriptions and perforreanc
measures. In this study, a framework for group ikeynagement protocol operations and performance
measures was defined and examined how that frankewauld be used to compare and contrast
existing protocols with and, more importantly, with view synchronyApproach: Current literature
lacked categories by which to quantify the perfanoe metric of the protocols. This study first
defined the dynamic key operations that all protecshare. By these definitions, group key
management protocols were directly compared. Ordi@itions existed, this study assembled a list
of costs that every protocol requires to estabéisl share keys across the dynamic group. These
results provided an understanding of view synch®ngle and whether or not it should be solely
relied on in these current protocoResults: The prior conclusion that view synchrony was an
integral part of all group key management protoseés shattered, when seen through the lens of
communication costs and assumptions in wirelesBaadnetworks. View synchrony, as an assumed
part of all group key management was previouslpnsistently portrayed. The ability to see this
before did not exist because a framework upon whéclevaluate the costs did not exist. Now,
literature can proceed with clearly defined undemdings of what values exist in group key
management protocolsConclusion/Recommendations. Better communication in group key
management will be a benefit to the entire fieleawNthat costs can be analyzed, procedure and
security can be improved and protocols can be implged for wireless ad-hoc networks. In
addition, it led two authors of this study to ceeat new protocol, DTEGK, to maximize the most
efficient communication, as view synchrony was laridg the effectiveness of previous
protocols. Without the hindrance of view synchroaynd a quantitative list of defined
communication costs, protocols can also now berebdd into the wireless, ad-hoc realm of group
key management.
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INTRODUCTION Today, the Diffie-Hellman (DH) key exchange
protocol and its many variants are commonly used fo
In 1976, Diffie and Hellman (1976) introduced an everyday, two-party secure messaging. Moreover, the
implementation of two-party key exchange protocolconcept of a cryptographic key exchange protocsl ha
that allowed two participants to create a privatebeen extended to group key exchange protocols
cryptographic key through the use of publicly analogous to the DH protocol, but for dynamic gup
exchanged messages. of participants. Mobile Ad-hoc Networks (MANETS),
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like fleets of unmanned vehicles or sensor arragg, operations have been defined in the litestur
make extensive use of group key exchanges a&hengetal., 2006; 2007).
individual nodes on the network are added or remove This study addresses the lack of consistency with
from the swarm of communication defining the ad-hocrespect to dynamic group key management operational
network (Manz et al., 2007). Wired and wireless definitions and the impact that network View
emergency communications and disparate groups dynchrony (VS) has on those operational definitions
military units operating in hostile theaters maygoal and subsequent performance analyses. VS is a ispecif
require dynamic group key exchange (Magtzal., means of synchronizing every node’s view so that
2007). everyone involved eventually has the same vievhef t
Other, more mundane, examples of multi-partynetwork. However, the assumption of wired network
communications that may use group keys are secundS is improbable for large, dynamic wireless netgor
audio and video conferencing, distributed and the performance characteristics of group key
computations, distributed database manipulationrd anmanagement protocols change drastically when the
virtually any instance were parties dynamicallynjand  assumption is invalidated. Through a defined
leave the communication stream. These real-worldramework for comparing and contrasting group key
applications have led cryptographic researchesegk  management protocols, the importance of VS to group
efficient group key protocols for large, dynamic key management protocols, extending into wireless
networks comprising several hundreds or thousafhds metworks, will come into question.
nodes (Burmester and Desmedt, 1995; 1996; Just and The  standard operations necessary  for
Vaudenay, 1996; Steinegt al., 1996; Becker and cryptographic key management in dynamic groups need
Wille, 1998; Alves-Foss, 2000). definition, before they can be accurately compared.
Group key exchange is more properly referred to a®nce these dynamic group key operations have been
group key management, because of the complexifies @xplained, the performance metrics used to compare
managing cryptographic keys in a large, dynamicand contrast group key management protocols and
group. Currently, in the literature, there are fivain  show the metrics can be used to gauge the effect of
group key management protocols: network rebalancing after a massive network change.
Then, once VS is described and defined, the assompt
*  Group Diffie-Hellman (GDH) (Steinegt al., 2000) of VS will be challenged with regards to use within
« Tree-based Group Diffie-Hellman (TGDH) real-world, wireless ad-hoc networks. This is esgic
(Kim etal., 2000; 2004a) true when framework and metrics defined in thiglgtu
«  Skinny Tree (STR) (Kinet al., 2001; 2004b) allow comparison across group key management
« Efficient Group Key (EGK) (Alves-Foss, 2000) protocols, whether VS is assumed or not. With tiip h

«  Communication Computation Efficient Group Key of definitions and lists of costs, a better workifgv'S
(CCEGK) (Zhenget al., 2006) can be understood, especially within the contexthef

protocols that employ it.

In general, the goal of these group key
management protocols is to optimize either the MATERIALSAND METHODS
communication or computation costs associated with )
dynamic key management, or attempt to balance the In order to accurately and fairly compare the four
communication and computation costs. Communicatior"ouP key management protocols, definitions are
costs are the size and number of messages (bathstini needed that explain the operations used by the main
and broadcast) needed to establish the currenpgro©UpP key management protocols. When examining the
key, while computation costs are the number andrext literature, four full-featured group key management
of calculations (e.g., discrete logarithms orProtocols (TGDH, STR, EGK and CCEGK, as GDH is
exponentiations) needed to compute or authenttbate NOt fully featured), eight major operations were
group key. Each of the above protocols focuses Oﬁssent[al for establishing and sharing keys actioss
improving performance for a specific set of openagi dynamic group.
or application profile. For example, EGK focuses on ) o
key computation costs, while STR focuses onPYynamicgroup key operations:
communication costs and CCEGK attempts to balance o ] o o )
both communicaton and computation costs.’ Initialization operation: This is the initial créarn
Communication and computation performance® ©Of the group key and organization of the key
evaluation metrics for group key management Management infrastructure
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implement four of the eight basic operations: Join,
leave, mass leave and merge. Complications, however
come from two areas. First, some of the protocaols d*
not describe how to implement the rest of the
operations: initialization, mass join, split andresh.

As seen in Table 1, GDH and CCEGK are the only
protocols that document their implementation of all
eight operations. This is important when trying to
compare the protocols, to realize that not every
operation is implemented in every protocol, so an
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Join: This operation brings a new member into theat that. A true split, however, would examine thstof
existing group those 900, either forming a new group of their oamn,
Mass join (Mass add): This operation allows manyseveral smaller groups, which would clearly incur
new members to be added to an existing grougdditional unaccounted-for costs. This examplertlea
simultaneously when these new members have ngtemonstrates why operation standardization and
already formed a group of their own agreement is necessary for there to be any meaingf
Merge (group fusion): This operation, as opposedcomparison of performance between group key
to mass join, is used when another group ignanagement protocols.

combined with the existing group to become a new  For any considerable evaluation of performance for
group group key management operations, cost and
Leave: His operation is used to remove a membeperformance must be quantified. Costs for group key
from the group management can be divided into two -categories,
Mass leave: This operation is used when multiplecommunication and computation. While historically,
members are simultaneously removed from theone category might be favored over the other, ler t
existing group limits of this study, neither category is given
Split (partition, or group fission): This operatjon preference. The following is a list of costs foregy
different from mass leave, occurs when a singleoperation:

group is divided into two or more component

groups . o Performance metric for dynamic group key
Key refresh: This operation is to prevent the secregper ations:

key from being used for a long time. Moreover, to
prevent an adversary from breaking in, we should,
refresh the original key and generate a new secret
key periodically

Number of rounds: This is a generic time unit used
to compare the number of steps taken in different
operations. The protocols often require
synchronization between rounds, so this number
becomes important when taking synchronization
time into account

Number of unicast messages: This is the sum of the
number of messages every member sends to other
single members in the group per operation. This
number is useful for determining total
communication and is important if many or all
nodes are on the same network collision domain,
thus forcing these messages to be sent sequentially
rather than simultaneously

All five existing group key management protocols

across-the-board comparison is often not posside.
example, this occurs in TGDH when the authors

implement a “split” operation that is called wheaea
network partition occurs (Kinet al., 2000; 2004a).

However, the protocol as described does not conside
the cost and behavior of a network that has been

partitioned arbitrarily. Rather, their operatiormply
takes the point-of-view of one group and calculdktes
cost of removing the partitioned member(s) fronThe

rest of the literature considers this to be a @ass Jgin
example of a mass leave (when no consideration iBlass join
given to the leaving group members). To betterifglar
assume there is a group with 1000 members. If
network partition occurred where 900 of those mambe | gqve
were isolated, TGDH would calculate the cost ofMass leave
removing those 900 from the initial group and leive Refresh
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Number of broadcast messages: This is the sum of
the number of messages sent by each member to all
the other members in the group per operation.
Since the messages go to all members of the group,
it greatly affects total communication costs
depending on the underlying network topology

Table 1: Group kewlgorithmsandtheir operations

TGDH STR GDH EGK CCEGK

X X X X X

X X X

Merge X X X X X
X X X

hitialization X X X
X X X X X

X X X X X

X X X X




cost. A tree key structure is often usednternally
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Number of messages: This is the sum of thestore keying material for some key management
number of unicast messages and broadcagirotocols, while others use data structures thanbe

messages. This number is used to determine thgke linked lists. Each method of data storage ltss
total time of communication in an underlying jnherent pros and cons, but the balance of theoiréiee
size of the linked list is an important factor withkspect
Number of sequential exponentiations: During ang efficient operations. For example, after exewita
operation there will be a series of computationallymerge, mass add, or mass leave operation, a data

broadcast network

expensive cryptographic operations (such a
modularexponentiation used in the DH protocol).
The protocols in the literature often require the
results of one cryptographic operation prior to the
execution of another. This metric represented thd'

tructure may be severely unbalanced, which could
cause the cost of operations to deteriorate from a
logarithmic complexity to linear complexity. Sintee

umber of rounds and sequential exponentiations in

worst case scenario, the longest sequence dtearly all group key management protocols are tyrec

dependencies of these cryptographic calculations ifélated to the efficiency of the data structurelueng
this cost should be considered essential for ojoeat

the operation

Number of signatures: This is the sum of digitalimplementations.
signatures used in every round. In every round, the

Table 2 excerpted from (Zhengt al., 2006)

node initiating the operation sends one digital("Security and performance of group key agreement
protocols,” a previous paper) illustrates the tytilof
Number of verifications: Given that each messagehis study's framework by unifying operational

signature

needs to be verified, the number of verificationis i definitions across

four

group key management

equal to the number of messages; however, severglotocols and contrasting operational efficiencyngs

verifications can occur in parallel so care is meed the simple metrics defined above.
with the number of sequential verifications that

must occur during an operation

RESULTS

Table 2:Table incomparisorof commnunication

The definition of View Synchrony (VS) as

described by Feketet al. (1997)is the basis used with
regards to discussing VS for the purposes of thidys

In some form or another, every group key management
The only way to reliably compare group key Protocol uses VS as a specific means of synchmogizi

management protocols is to analyze each operation®Very
involved eventually has the same view of the nekwor

view,

ensuring

that everyone

Communication

Protocols Rounds Messages Unicast Broadcast
CCEGK Initialization h 2n-2 n n-2

Join 1 2 1 1

Mass join 1 N1 0 N+1

Merge 1 N 0 N

Leave 1 1 0 1

Mass leave min (k1, h) min (2N, n-N) 0 min (2N, n-N)
EGK Initialization h 2n-2 0 2n-2

Join 1 2 0 2

Mass join 1 2N 0 2N

Merge N 2N-2 0 2N-2

Leave h (n-1) 0 2(n-1)

Mass leave h 2(n-N) 0 2(n-N)
TGDH Initialization h 2n-2 0 2n-2

Join 2 3 0 3

Mass join hrl 2N 0 2N

Merge fr1 2N 0 2N

Leave 1 ) 1 0 1

Mass leave min (1, h) min (2N, n-N) 0 min (2N, n-N)
STR Initialization n-1 2n-2 0 2n-2

Join 2 3 0 3

Mass join 2 N2 0 N+2

Merge 2 N1 0 N+1

Leave 1 1 0 1

Mass leave 1 1 0 1
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of the communication and has an expected and
accounted for effect on security. However, mosharg
have considered these costs to be overall negigibl
compared to the costs of the eight operations. yatd
when the network changes from a traditional wirad a
fairly static situation to a highly dynamic, potiatiy
mobile ad-hoc network, these costs can no longer be
waived aside as negligible. Greater consideratibn o
what VS actually assumes and what it requires mest

. e _ considered for group key management protocols imsed
Costs: Costs: Costs: . . .
Panhdis s Rounds 7 wireless or ad-hoc networks. Still, by and large, i
Unicast Msg 7 Unicast Msg0 Unicsst M0 appears that VS can be implemented in wireless
Beast Msg 5 Beast Msg 30 Beast Msa 44 networks, but the costs cannot be assumed to be the

chmy = e e = . . .

Total Msg 12 Total Msg 30 Total Msg 44 same as they are in more conventional, wired nédsvor
' Many wireless networks are mobile, which requites t
@ () © all nodes must somehow be informed and updated on

Fig. 1: Side-by-side comparison of protocol their neighbors’ locations and status. However neive
initialization, (a) CCEGK with VS and full non-mobile ad-hoc wireless networks, nodes wilepft

connectivity (b) CCEGK with VS, without full be joining and dropping as network connectivity waxes
connectivity (c) CCEK without VS and without @nd wanes. Because this is a far more dynamic and
full connectivity changing environment than traditional wired netveork

costs associated with VS are bound to increase

Additionally, VS’s strength lies in the guarantee Qramatically. Furthermore, these_ costs cannot be
that any message sent in a given network view willgnored and must be addressed in future group key
arrive only at the nodes that are in that netwoekwat ~ management protocols for wireless ad-hoc networks.
the time of sending. This is very useful in measyri
the efficiency of group operations, but there aostc CONCLUSION
overheads for ensuring VS.

The following example shows how the framework Group key management protocol operations are
and metrics defined in this study allow comparisoninconsistently portrayed in the literature, makiitg
across group key management protocols, whetheisVS difficult to compare and contrast the protocols
assumed or not. Figure 1 shows a side-by-sidguantitatively. A common framework of operational
comparison of the CCEGK initialization operationan definitions and performance measures was needed to
simple 7-node topology with and without full allow researchers to explore the nuances of prbtoco
connectivity and with and without VS. Although idl;  differences and better adapt group key management
the example illustrates how operation performanceprotocols to ad-hoc wireless networks. This study
varies with connectivity and VS Fig. 1a) showsthst shows how a simple framework of operational
of CCEGK initialization on a fully connected networ definitions and performance measures can be used to
with VS. Fig. 1b) show CCEGK, as modified to enablequantify differences in protocol operations across
initialization on a fully traversable network (bubt  network topologies with and without view synchrony.
fully connected) with VS. Fig. 1c) shows the same  The framework is neither perfect nor robust, tut i
CCEGK initializing a full traversable network without does facilitate comparisons between protocols and
VS. It is evident that both the number of totalnds  reduces ambiguity when discussing or describing
transmitted and the time it takes (rounds) is iaseel  protocols. Ultimately, better communication in fiedd
when the information is missing that VS makesof group key management would benefit all partied a
available (as described previously). As shown andensure that the protocols can be successfully d&ten
previously described, the loss of VS incurs addidlo to the exciting realm of ad-hoc networks. Reseasche
operational costs. interested in exploring group key management in

mobile ad-hoc networks need to be cognizant of re¢ve
DISCUSSION practical considerations that are often overlooksd
theoretical cryptographers. For example, packet

As Kim et al. (2000; 2001; 2004a; 2004b) describe,payload size is quite important in low-powered had-

VS is used to ensure the fault-tolerance and rolesst networks (e.g., mobile sensor networks). Additional
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certain operations (e.g., mass join, split) maywlteis Manz, D., J. Alves-Foss and S. Zheng, 2007. Network
massively unbalanced data structures that effdgtive simulation of group key management protocols. J.
prohibit authentication and key refresh operatiams Inform. Assur. Secur., 2 67-79.
very large networks and yet packet payload and data http://www.mirlabs.org/jias/manz.pdf
structure size have generally not been addresseldeby Kim, Y., A. Perrig and G. Tsudik, 2000. Simple and
existing group key management protocols. These are fault-tolerance key agreement for dynamic
but two examples of how practical considerationsdne collaborative groups. Proceeding of the AGM
to be included in future work on group key Conference on Computer and Communications

management protocols.
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